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Abstrand. In this paper we report results of atomistic simulation studies of the fmation of  
invinsic defect smuctum in YIG. Using dculated defect formation e n e a -  we obtain energies 
for defect reactions. from which we determine the mosl favourable defen processes in ymium 
iron gamer Finally, we comment on some electmnic propenies of nc crystals. 

1. Introduction 

Garnet crystals are well known to play an important role in technological devices. For 
example, yttrium aluminium garnet (YAG) doped with Nd3+ ions is one of the most 
commonly used laser materials. Other examples are provided by magnetic garnets, of 
which ferrimagnetic yttrium iron garnet (no) represents the most prominent member, with 
YIG devices used extensively in various microwave applications [I]. 

Recent developments concern the construction of magneto-optical device components 
for their use in integrated optics based on thin YIG films deposited on substrate gamet 
materials [ 3-31. As is generally true for crystalline materials, the basic physical crystal 
properties (e.g. optical absorption, Faraday rotation and photomagnetic effects) of n G  
depend to a considerable extent on its defect structure. For example, Fe2+ and Fe4+ ions 
as well as Bi3+ dopants are well known to modify strongly the above-quoted magneto- 
optical crystal properties. Similar influences can be ascribed to Pb2+ impurities, which are 
always present in YIG as part of the usual crystal growth techniques [I]. Garnet crystals 
are well suited to accommodate many different cation types with various valences and with 
concentrations in the percentage range [ 11. The aim is to optimize the technical properties 
of the material by controlled impurity incorporation-a procedure that may be described as 
‘molecular engineering’. 

In spite of the extensive experimental work in this field, there is still need for a definite 
and generally accepted defect model, which covers the basic questions of the dominant 
intrinsic defects as well as to the incorporation sites and modes of charge compensation of 
impurity ions. 

In this paper we (wesent results of atomistic computer simulation studies on energetically 
favourable intrinsic point defect structures in YIG and related electronic properties. 
Impurities will be discussed in a subsequent publication. For two decades simulation 
methods based on effective potentials have proved to be very effective in elucidating 
defect structures in ionic and semi-ionic materials [MI. The success and scope of the 
field is evident from recent investigations on complex oxide crystals, such as BaTi03 [7], 
LiNbOs [8,9], La2CuO4 [IO, 1 I] and YAG [12]. These and other studies have clearly shown 
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that the techniques have a predictive capacity in determining the type of defect properties 
investigated in this paper. 

H Donnerherg and C R A  Catiow 

2. Computational details 

Our calculations are essentially based on an ionic crystal model. Interactions between crystal 
ions are specified using pair potentials in the central field approximation. In addition to long- 
range Coulomb potentials we need to consider short-range potentials as a consequence of 
the Pauli exclusion principle and interionic electron correlation effects. Short-range ion-ion 
interactions are described using Buckingham potentials: 

V(r )  = Ae-'lP - C / r 6 .  (2.1 ) 

The electronic polarizability of crystal ions is introduced into our mode1 by means of the 
shell model of Dick and Overhauser [13]. Thus, crystal ions are described as consisting of 
an ionic core (charge X, mass M )  to which the shell of valence electrons (charge Y. mass 
0) is coupled via an isotropic harmonic restoring force (force constant K). The formal 
ionic charge is then given by Q = X + Y and the (free) electronic polarizability by 

LY = Y Z / K .  (2.2) 

It is useful to note that all short-range ion-ion potentials are defined as acting between 
different ion shells. As a consequence the true electronic polarizability of the ions becomes 
dependent on the crystal environment-an important physical effect (especially for anions) 
that is simply and economically described by the shell model. The success of any shell model 
calculation depends on the quality of the potential (A, p. C )  and shell ( Y ,  K) parameters 
and hence on the ability to reproduce the perfect crystal structure as well as the dielectric 
and elastic constants. Therefore, the usual strategy is to obtain the n priori unknown 
potential parameters by an empirical fitting procedure, although extensive and growing use 
is made of theoretical procedures in developing short-range potential parameters. In the 
'empirical' approach, however, properties of the 'shell model crystal' are adjusted to give 
the appropriate real crystal properties by treating the unknown parameters as variables. 

Having developed a suitable parametrization, this is implemented in the defect 
simulations, the central idea of which is the use of energy minimization with respect to all 
ionic core and shell positions resulting in stable crystal configurations for both the perfect 
and the defective lattice and in defect energies which are used to determine enthalpies of 
defect chemical reactions. Defect energies are calculated using a two-region-strategy. The 
inner region around the defect containing 100-300 ions is treated atomistically. whereas 
polarization effects in the outer region are described by means of the continuum theoretical 
Mott-Littleton approximation [ 141. We emphasize that defect-induced lattice relaxation 
effects are modelled this way. The features described above are coded in the CASCADE 
program 1151, and further details of computer simulations of solids can be obtained from 
[41. 

In our simulation study on YIG we considered two sets of parameters (table 1). The 
first (I) has been obtained by transferring empirical shell model parameters from YzO3 and 
a-FezO3 [71 to YE, while the second (U) was derived by empirical fitting to the properties 
of YIG. In order to keep the number of degrees of freedom per unit cell manageable, the 
yttrium ions have been defined to be unpolarizable in both parameter sets, both of which 
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reproduce the observed crystal structure to sufficient accuracy (neglecting slight distortions 
arising from the ferrimagnetic order in YIG) [l]. Deviations with respect to ion positions 
are less than 0.05 A. We note that magnetic interactions mediated by superexchange cannot 
be accounted for within classical shell model simulations. 

Table 1. Shell model p”e!ers according U, parameter sets I and 11. 

Inferaction A(eV) p ( A )  C(eVA6) ion Y(lel) k(eVA-2) 

O‘--O- 1 22764.0 0.149 27.8 d- I -2.811 103.07 
I1 22764.0 0.149 87.5 I1 -3.148 43.31 

II 1388.0 0.3561 0.0 II - 
Y3+&- I 1345.1 0.3491 0.0 Y3+ I - - - 
Fe::&- I 1102.4 03299 0.0 Fe:; I 4.97 304.7 

~ 3 + 4 1 -  (d) I 1102.4 0.3299 0.0 Fe?; I 4.97 304.8 

I1 993.9 0.3400 0.0 11 530 408.0 

II 8523 0.3490 0.0 I1 4.65 205.0 

Figure 1. Spatial connection of oxygen polyhedra in garnets. The framework of alternating 
tetrahedra and oclahedra (shaded) and of eighlfold dodecahedra is shown. Large open circles 
represent oxygen ions, small circles cations [I]. 

Gamet crystals possess acubic body-centred Bravais lattice belonging to the space group 
Ia 3d (0;’). The basis of the lattice consists of four formula units of YIG ( e  Y3Fe5012). 
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where the Y3+ ions occupy the 24c dodecahedrally coordinated sites ind Fe3+ ions both 
the octahedral 16a sites and the tetrahedral 24d sites. More accurately one should write 
(Yj)zk (Fez),& (Fe3)24d 012 .  Figure 1 shows the spatial connection of the various dxygen 
polyhedra in YIG. 

By inspection of table I we observe that in set II tetrahedrally and octahedrally 
coordinated Fe3+ ions have been assigned different inteptomic potential paramete6 which 
appears to be reasonable because of possible changes of cation properties (e.g. ion size) as 
a function of coordination number. In table 2 we have summarized calculated as well as 
experimentally determined macroscopic constants. We see that only set II can accurately 
reproduce the dielectric behavior of YIG, which is of considerable importance in predicting 
reliable defect energies. All defect energies reported below refer to the parameter set n, 
except when indicated to the contiary. 

H Donnerberg and C R A Catlow 

Table 2 Comparison of calculated ahd measured mia’osmpic mnstanB. 

Macroscopic constant Calculiled Experiment [ I ,  I61 

I 11 

CI I (GI%) 326.0 273.4 26az70.1 
C12GPa) 1115 129.8 110.6-110.9 
&(GI%) 1012 68.7 76.6-775 
cn 
€cc 2.11 5.3 % 5 

10.3 175 E 17 

3. Results and discussion 

3.1. Some remarks on the chemical stability of YIG 

Having demonstrated the success of our potential models in describing structural properties 
of garnet we continue with a consideration of the extent to which they are compatible with 
the observed stoichiometry variations and phase relations of the material. 

Under most practical conditions the phase diagram appropriate to YIG can be described 
by the binary YzO3-FezO3 system. Deviations from this description will only occur if 
the system is exposed to reducing or oxidizing atmospheres [I, 171. In this latter case our 
analysis must include the relevant defect redox reaaions. 

At the present stage it is sufficient to take advantage of the ‘pseudobinary’ system, thus 
to consider reactions of the following type: 

2Y3Fe~012 + 3Y203 + 5Fe& (3.1) 

or alternatively 

Y3FesOl2 --f Fe203 + 3YFeO3. (3.2) 

The energies of reaction can be estimated by combining calculated lattice energies (per 
formula unit) using the YIG potential parameters (table 1). In (3.2) we have included the 
perovskite structured yttrium orthoferrite YFeO3, which is readily formed on the yttrium- 
rich si& of the phase diagram. We note also that Y203. Fe203 and YFeO3 are fairly well 
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modelled using the YIG parameters. For example, the calculated lattice constant of YFeO3, 
a = 3.863.&, is only 0.016A larger than the experimental value. 

As a result we obtain (per formula unit YIG) +1.56eV and +2.91eV for reactions 
(3.1) and (3.2) respectively. These values show the stoichiometric formation of YIG to be 
favourable. The same qualitative conclusion is reached if parameter set I is used instead of 
n. 

We conclude this subsection with a few considerations on non-stoichiometry, to which 
we return later when presenting our defect calculations. We have considered both Y2O3 
and Fez03 excess in YIG crystals by modelling Y3(Fe4Y)01z and (Y2Fe)Fe50i2 respectively. 
Thus, in the first case 1/5 of the Fe in the garnet is replaced by Y, and in the second case 
1/3 of the Y is replaced by Fe. This procedure, despite the fact that the compositions show 
greater Y and Fe excess than observed experimentally, nevertheless allow us to probe the 
energetics associated with non-stoichiometry. Thus calculations were performed Using the 
parameter sets in table 1 for the following reactions: 

for which the calculated energy is 1.33 eV and 

where we calculate -0.77 eV for the energy of reaction. 
Whereas F e 0 3  excess ti" out to be slightly endothermic, Yz03 excess is seen to be 

exothermic. At first sight this result seems to contradict the observed phase diagram, from 
which a smail possible Fez03 excess Can be inferred but no YzO3 excess. In order to resolve 
this contradiction we suggest the formation of YFeO3 might be preferred over YzO3-rich 
YlG. Indeed, by calculation of appropriate la ice  energies, and t a k i ~  into account that one 
unit of Y~(FQY)OIZ corresponds to four units of YFQ, we find this interpretation to be 
reasonable, by reference to the following lattice energies: 

Ehn(YFe03) = -141.1 eV (-142.5eV) 
EhR(Y3(Fe4Y)012) = - 141.7 eV (- 141.9 eV) 

(where energies in brackets refer to parameter set I). We should approach these results with 
some caution, owing the uncedainties introduced by transfemng YIG p a r i d e r s  to different 
materius as well as by neglecting thermal effects. Nevertheless, the qualitative conclusions 
are reasonably clear: yttrium excess may be accommodated by formation of the perovskite 
YFeO3 rather than non-stoichiometric phases, as there is very little differen& in the lattice 
energies of the two phases. 

3.2. Intrinsic defect structures 

We now discuss point defect formation mechanisms involving yttrium, iron or oxygen ion 
species only. Impurity point defects will be considered in a later publication. 

Table 3 lists the basic defect energies, from which it is straightforward to consider the 
energetics of Schottky- and Frenkel-type defect formation. In all subsequent reactions we 
use the defect notation of Kriiger and Vink [181; the symbol 'yid denotes the bulk crystal. 
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Table 3. Basic defect energies using paramefer set D. 

Defect 

V L ,  51.49 
V&,,, 50.88 
vo 21.43 
V:’ 4296 
Fet -8.03 

10.57 
0; -14.32 
k: -39.02 
Y? -26.05 

Basic defect formation ewrgy (ev) 

ys.,., 9.63 

Table 4. Reaction energies (per defect) for Schow-like and Frenkel disorder reactions 

Disorder a t i o n  

Schouky-l&e 
(3.5) 3.11 
(3.6) 3.54 
(3.7) 3.19 
(3.8) 3.41 

Frenkel-like 

Reaction energy per defect (ev) 

0.9) 5.93 
(3.10) 8.45 
(3.1 I) 3.55 

Schottky disorder 

(where only reaction (3.7) represents true Schottky disorder, as the others result in a change 
in the chemical composition of the material) 

Frenkel disorder 

(3.9) 
(3.10) 

(3.11) 

The respective energies are summarized in table 4. We assume the creation of iron vacancies 
to involve tetrahedral iron sites only, because of the lower defect energies as compared to 
octahedral sites (see table 3). Even the most favourable defect reactions in table 4 need for 
their creation the rather large formation energies per defect of about 3.1-3.5 eV respectively. 
In  accordance with previous investigations [7,8] we thus conclude both Schottky and Frenkel 
disorder to be insignificant. 
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Another type of intrinsic disorder may be introduced by interchanging Y3+ and Fe3+ 
cations according to 

Y+ + Fe;a, + Y&, + Fe+ (3.12) 

for which we calculate a reaction energy of 0.8eV per defect. The shortened subscript 
(a) denotes the octahedral iron site. The comparatively low reaction energy suggests that 
this type of disorder exists in YIG crystals. We note that the cation interchange specified 
above does not alter the magnetic moment per formula unit. because the 24c and the 16a 
sublattices are known to have a parallel spin coupling [ 11. We emphasize that the above 
results refer to otherwise perfectly grown YIG crystals, but as most YIG crystals a~ known 
to have considerable impurity concentrations (e.g. Bi3+ ions) we should note that the cation 
interchange energy is further reduced in those crystals where large cations are incorporated 
This has been shown, for instance, by simulating the cation interchange in Y3(FeqY)O12 
(0.54eV per defect) and in (Y; Bit )FesO,z (0.70eV per defect). For modelling of the latter 
compound a Bi-O short-range interaction potential has been taken over from simulation 
studies on BaBiOs [ 191. 

Since antisite defect formation is the lowest energy mode of disorder in these crystals, 
non-stoichiometry, i. Fe200 or Y2O3 excess. would be expected to be mainly 
accommodated by means of ‘antisite’ defects, interstitial ions or vacancies: 

e. 

f ~ z O 3  + ‘YIG’ + Y& + f~ez03 (3.13) 

Y203 + ‘YIG’ + 2Y: -k 30: (3.14) 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

By inspection of table 5 we first infer that formation of interstitial ions and vacancies is 
energetically unfavourable. Second, it should be noted that in agreement with our previous 
calculations of chemical stability (section 3.1) an excess of Y2O3 is preferred against a 
surplus FezO3. However, as we have already discussed in section 3.2, the formation (or 
phase separation) of ymium orthofemte is likely to reduce the occurrence of excess YzO3 in 
YIG crystals. Experimental evidence for excess Y2O3 has only been found in YIG substituted 
with one aluminium ion per formula unit [ZO]. Finally, we note that the formation of Fe; 
antisites as a result of surplus Fe203 leads in agreement with experimental data [21] to a 
decrease of the lattice constant. This might have been expected on the basis of ion size 
arguments. 

In conclusion, we predict Fe+ antisite defects to exist to some extent in each YIG crystal 
as a result of either cation interchange (reaction (3.12)) or slight Fez03 non-stoichiometry. 
Defects of this type are expected to facilitate the reduction of YIG as well as the incorporation 
of tetravalent impurities. In conmt  to the case for YzO3. excess Fe03 is well known to 
occur in otherwise pure YIG [21,22]. 
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Table 5. Energetics of Y201 and Fe203 exCeSS in Ylc. 

Reaclion Reaction energy (eV) 

(3.13) I .24 
(3.14) 37.44 
(3.15) 16.43 
(3.16) 1.96 
(3.17) 29.52 
(3.18) 18.61 

per molecule A201 

3.3. Intrinsic electranic properties 

We now remark on reduction and oxidation beatments, electrical conductivity and on optical 
absorption in YIG crystals, within the obvious limitations imposed by treatment based on 
effective potentials. In our simulation study additional Fezc/‘+ ion species have been 
modelled by appropriately changing the ionic charge state with regard to the intrinsic 3+ 
state. As the modification of short-range potential parameters, at the same t h e ,  is expected 
to be small, these parameters have been taken to be unaltered. 

YIG crystals annealed in atmospheres with low oxygen partial pressure contain additional 
electrons, which lead to the formation of ferruus ions Fe2+. Even under growth conditions 
Fezt ions have been observed in YIG [23]. It has been suggested that these extra charges 
may be compensated either by oxygen vacancies or by interstitial ions [21]. Our shell model 
calculations show that oxygen vacancies are more likely to occur: 

‘YIG’ + io&?) + 3V;j + 6Fe’ (3.19) 

‘YG’ + y q ( g )  + 5Fe; + 15Fe‘ - Y3Fe5OI2 + iY203 (3.20) 

where (3.20) represents the most favourable reduction mechanism involving interstitial ions. 
It should be noted that the interstitial-type reaction needs to resolve one formula unit of 
YIG from the surface into the bulk lattice. As we have calculated this is energetically rather 
costly: (3.19) is more favourable by about 6eV per OZ molecule than (3.20). 

The absolute reduction energies depend on the exact formation energy of Fezt ions. 
These may be estimated by combining shell model defect energies with the appropriate 
ionization energies [NI. If we consider, for example, otherwise perfectly grown YIG 
we find octahedrally coordinated Fe2+ ions by 0.6eV more favourable than tetraheddly 
coordinated Fezt ions. However, if Fe; antisite defects are. present (e.g. as resulting from 
non-stoichiometry or from cation interchange discussed above) we find that these defects 
become the favoured ‘traps’ for additional electrons. This lowers the reduction energy by 
a further 4.6eV per 0 2  to give the reaction energy for (3.19) of 11.9eV per 9, which 
is lower by about 25 eV per 02 than the reduction energy calculated for YAG [ 121, which 
is in qualitative agreement with the observation that YIG may to some extent be reduced, 
but not YAG 1121. In table 6 we summarize binding energies between oxygen vacancies 
and trapped electrons. In principle the inclusion of such energies can lead to even smaller 
reduction energies. The last defect complex in table 6 is, however, assumed to be defect 
chemically insignificant because of the comparatively low concentrations of the constituent 
defect species. Finally, we note that all reduction mechanisms discussed so far can be 
used to describe the observed thermal decomposition of n G  that takes place under strong 
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reducing conditions [U]. For instance, (3.19) can be reformulated as follows: 

6Y3Fe~012 + 0 2  + ZVij  + 4Fe’+ 26Fe;, + 18Y$ + 70W0 
--+ 0 2  + I8YFeO3 + 4(Fe’ + ZFe& + 400) 
+ 02 + I8YFeO3 + 4Fe904. (3.21) 

We now tum to oxidation of YIG in oxygen-rich atmospheres; again we first consider 
perfectly grown YIG crystals, for which we can write the following reaction: 

Oz(g) + ‘YE’ + 20; + 4Fe;,, (3.22) 

for which we calculate an energy of 17.6eV per 02 molecule which is prohibitively 
high. However, in most YIG crystals oxygen vacancies will be present, either as 6ozen in 
from high-temperature reducing growth conditions, or as charge compensators for divalent 
impurities. Later oxidation treatments may then be viewed as simply filling oxygen 
vacancies: 

4Fe$, i- 02(g) -k 2Vb + 2ff0 + 4Fei,. (3.23) 

The oxidation energy in this latter case is calculated to be 3.3eV per 02. We conclude 
therefore that the oxidation of YIG will have a reasonably low reaction energy only when 
there is an extrinsic oxygen vacancy population. To complete these results we note that 
holes at tetrahedral inn sites are more favourable than those at octahedral iron sites (by 
4.2eV) as well as at oxygen sites (by 1.6eV). 

Table 6. Binding energies (eV) of elecmns at oxygen vacancies. The binding energy is defined 
as the reaction energy corresponding to Fe‘ + V6 --t (Fe’ Vb;) (complex). 

Der& comnlex Bindine enemy (ev) 

(Vb; Fe;,,) -0.38 
cvb; Fe;,,) -0.56 
(Vi Fe%,) -0.85 

Finally, it should be emphasized that our calculated redox reaction energies are very 
sensitive to the accuracy with which electronic energy terms can be accounted for in shell 
model simulations (note the amplifying factor of four occurring in (3.19H3.23)). Thus, 
using free-ion ionization energies, it is likely that our redox energies are overestimated 
by a feweV. Their qualitative importance, however, in predicting the favourable redox 
processes is obvious as possible shortcomings regarding the electronic structure have been 
made consistently throughout our work. Moreover, in order to determine the driving forces 
of redox reactions, i.e. the Gibbs free energy AG = A H  - TAS, it is necessary to include 
essential entropy terms because the formation (reduction) or consumption (oxidation) of 
oxygen gas is involved (e.g. using standard entropy data for oxygen we find TAS N 2.2eV 
at T N aoO°C). Thus, AG < A H  is obtained in the case of reduction, but AG > AH 
for oxidation. The inclusion of entropy terms, however, would not influence our qualitative 
predictions regarding the most favourable reduction and oxidation mechanisms. 
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Macroscopic crystal properties, such as elechical conductivity and optical absorption, 
are significantly influenced by the presence of species like Fea+ and Few ions. We may 
investigate these species by means of shell model calculations, which have the advantage that 
lattice relaxation effects are properly taken into account. Quantum mechmical terms, on the 
other hand, can only be considered in a very approximate way by addition of appropriate 
free-ion ionization energies and (where necessary) crystal field stabilization energies. A 
shell model treatment of electron or hole species necessarily implies a small-polaron model. 
The stability condition favouring small polarons is given by 

where EB means the small-polaron binding energy and A the appropriate band-width. The 
right-hand side of (3.24) represents the gain in delocalization energy in a band model, which 
may be considered to be competitive with small-polaron formation. In the case of e lec t”  
the Gandwidth A = 0.6eV is derived from the octahedral tZ8 (Fe*+) states [26]. For the 
small-polaron binding energy, which is determined from the lattice relaxation around an 
octahedrally coordinated Fea+, we calculate I E B ~  = 1.3eV; this value is the difference 
between the energy calculated with full lattice relaxation and that obtained when only 
shel!s are allowed to relax and the cores (representing the nuclei) are frozen. If we further 
include the crystal field splitting energy and its dependence upon nearest-neighbour distances 
(IODQ N (rML)-’)IEsl is finally reduced to about I.18eV assuming IODQ? lev for the 
optical (unrelaxed) case and taking into account the calculated outward displacement of the 
oxygen ligands (E 0. l5A) in the fully relaxed (thermal) case. Thus, on the basis of (3.24) 
we conclude the small electron polaron to be stable in pure YIG. We should emphasize that 
the reliability of the calculated binding energy EB depends to a large extent on the ability 
of our shell model parameter set (11) to model the dielectric properties of YIG with sufficient 
accuracy. 

Consequently, we expect polaron hopping to represent the dominant electronic 
conductivity mechanism in YIC. However, it Seems difficult to prove this conjecture 
experimentally as well as theoretically. First. there is a considerable scatter in measured 
conductivity data resulting from differing experimental conditions regarding the precise 
chemical composition and type of the YIG samples, the growth conditions and the 
experimental techniques employed, etc. The conductivity activation energy is found to 
vary between E 0.3eV to N 1.8eV [I]. Very careful conductivity measurements have 
been done in case of Si-doped YIG single crystals [26]. The authors interpreted the 
conductivity activation energy (0.3eV) as the binding energy of electrons at Si4+ dopant 
ions with no appreciable contributions from mobility activation (< 0.1eV) which led to 
the assumption of band-like electrons. Next, we should recall that small-polaron theories 
provide different regimes of possible polaron hopping depending on temperature, phonon 
energies, adiabaticity and on jump correlations [27-291. As a result, in some cases drift 
and Hall mobilities need not manifest a clear thermally activated behavior. Thus, the 
experimentally determined absence of mobility activation, as was claimed in Si-doped YIG, 
cannot definitely prove the non-existence of small polarons. 

Anticipating the validity of the non-adiabatic hopping regime in the high-temperature 
limit [U]  we are able to calculate an upper bound for the polaron hopping activation energy 
in (pure) YIG. We find EH = 0.6eV following the approach of Norgett and Stoneham [30], 
in which the saddle-point energy is obtained by first distributing the electron charge equally 
over the two neighbouring cation sites and allowing the lattice to relax to equilibrium. This 
configuration is then frozen and the energy recalculated with the electron localized on one 
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of the sites. This value is in good agreement with the prediction EH = $ l E ~ l  from the 
Holstein ‘molecular crystal model’ [31]. It is, however, too large compared with the results 
for Sidoped YIG [26] indicating the non-adiabatic high-tempcrature regime is probably not 
applicable in this case. 

Beyond the ‘mobility problem’ we have, as in the case of band-like electrons, to consider 
possible electron traps leading to an additional contribution to the activation energy related to 
the charge carrier concentration. Intinsic trapping centres are provided by oxygen vacancies 
V;; (mainly resulting from prior reduction treatments or possibly from charge compensation 
of divalent impurities) and by FeXy antisite defects. Thus, the reactions 

(VijFe;,,) + V;; + Fe;,, 
Fe;,, +Fe; + Fe& + Fe; 

(3.25a) 
(3.256) 

define corresponding electronic charge-carrier activation modes. The reaction energies are 
calculated to be 0.38eV for (3.25a) (see table 6) and 1.16eV for (3.256). The actual 
charge-carrier activation energies depends not only on these reaction energies but also on 
the ratio of the numbers of charge carriers and intrinsic defects. We further note that the 
reaction energy for (3.256) has been calculated neglecting corrections due to crystal field 
splittings and other electronic energy contributions, which are not accounted for within the 
shell model. If, for example, the crystal field splitting of Fey antisites is to some extent 
smaller than the corresponding term of Fe(,, ions, the reaction energy for (3.256) may be 
substantially lower than our calculated value. As discussed above we predict, in particular, 
the Fey antisite defects to exist in most YIG crystals with significant contributions. 

Extrinsic trapping centres are given by higher-valent impurity ions as Si“. The 
conductivity activation energy of 0.3eV for Si-YIG [26] has been interpreted as the binding 
energy of (Sid, Fe;,,) defect complexes. Our calculated binding energy of 0.28eV provides 
some support for this interpretation. Again we emphasize that this interpretation may be 
consistent with both the band electron and the small-polaron model. Further investigations 
are necessary in order to clarify this point. 

In the case of holes as the dominating charge carriers we are uncertain concerning 
the existence of small-hole polarons, because the appropriate valence bandwidth is not 
known exactly. It has been estimated as _Y 4eV [35]. However, the bandwidth should be 
greater than 6 eV if band-like holes are to be predicted. Our calculated small-hole polaron 
binding energy is ~EBI z 3eV. We note that correspondingly large valence bandwidths are 
characteristic of several oxides [36], e.g. MgO (6.5eV), Ti02 (5.5eV), VOz (5.6eV) and 
Sr Ti03 (6.5 eV). 

In order to complete our investigations on basic electronic properties in MG we present 
results conceming optical absorption related to electron/hole transfer between different ions. 
Once more we use shell model defect energies appropriately corrected by ionization and 
crystal field enerpies. We emphasize that all absorption energies subsequently reported 
mainly yield qualitative guidance for interpretations and should not be taken quantitatively. 
This, of course, would demand us to include explicitly the electronic structure by means 
of exact quantum mechanical procedures. As far as local defect electronic properties are 
concemed, improvements could be achieved by performing ernbedded-cluster calculations, 
where one combines an MO description for the inner defective region with a shell model 
simulation of the outer crystal area [37]. We defer such investigations to the future. 
Similar comments also apply to some extent to our investigations related to conductivity, as 
discussed above. However, in that case, in contrast to the present optical calculations, lattice 
relaxation effects are fully taken into account and these dominant terms may outweigh the 
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uncertainties due to the inaccuracy in treating the electronic structure. Thus thermal energies 
are expected to be quantitatively more reliable than optical energies. 

H Donnerberg and C R A Catlow 

Table I. Optical absorption processes. Appropiale shell model energies have been combined 
with crystal field coneclions [301. 

Absorption process Absorption eneigies (eV) 
based on Uie shell model 

Elecmn uansfer tetween iron pairs 
%) ’ F$dl -+ Feial 11.12 

%I -+ Fe;,) t Fe;%) 
2Fqd, -t Fe& t Fe;d) 

Fe;,, + ffo --t Fe;,, t Ob 

FG t WO -+ Fe; t 06 

’ F% -+ Feid) 7.02 
11.02 
965 

Charge Uansfer, 0’- -+ 

Fe;h, t ffo -+ Fe;dl t Ob 

Abmption related Io 
surplus elecuons and holes 
Fe;,, + F% -+ %I + Fe;, 

Fej + Fe& -+ Fe;. t Fet, 

9.09 
9.83 
1.24 

2.61 
%dl -+ Fe;d) 3.06 

5.78 

4.10 
3.60 

8.32 

Fe; t Fetal -+ Fe; +Fe;,, 

Fe;,, t Fe;,, -+ Fe;d, t Fe;,, 
Fe;dl + “;@I - Fe?dl 

In table 7 we summarize various optical absorption energies as calculated on the 
basis of the shell model. All lattice positions of the ion cores have been held fixed 
during the absorption processes denoted in table 7. We note that all lattice configurations 
correspond exactly to the initial states. Thus, in all cases initially involving defects, the 
appropriate lattice geometry is that of the relaxed initial defect configuration. Only ion 
shells (representing valence electrons) are allowed to move during absorption processes. 

The qualitative features we wish to emphasize here concern the following. 
First, the charge transfer processes between oxygen and iron ions show similar 

Second, the energy gap is determined by the iron pair process: 
absorption energies as those between pairs of iron ions. 

Fe;,, + Fe;.,, + Fe;,) + Fe;,,. 

Third, an absorption band close to the fundamental absorption (gap) is predicted to stem 
from charge transfer between oxygen and Feu antisite defects. 

Fourth, excess electrons and holes essentially lead to optical absorptions within the gap 
region. Hole transfer needs more energy than electron transfer. The ordering of absorption 
energies agrees with that corresponding to conductivity activation energies for n- and p-type 
YIG crystals respectively [I] .  

Finally, we note that our assignment of the electronic gap is in line with 
photoconductivity [38] and electrical conductivity [26] measurements. 
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4. Conclusions 

Shell model simulations based on a pair-potential approach are successful in elucidating 
dominating intrinsicdefect structures in YIG crystals. As a result of deviation from non- 
stoichiometry and cation interchange reactions we predict that Fey antisite defects play 
an important role in the materials defect chemistry. Reduction energies, for instance, are. 
significantly lowered by trapping electrons at these antisite defects. In comparison, Schottky 
and Frenkel disorder are calculated to he only of minor importance. 

Investigations on electrical properties provide insight into electrical conductivity 
mechanisms (small polarons against band electrons) as well as qualitative features of the 
optical absorption spectra. Thus, we predict the formation of small electron polarons to be 
favourable in otherwise pure Y l o a  result that is reasonable in the light of measured small 
mobilities and of the small conduction band width. The properties of hole states are. more 
uncertain, but we have shown holes on tetrahedd iron sites to be more favourable than on 
oxygen sites. 
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